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Abstract—In this paper, a complete indoor navigation assis-
tance system for visually impaired people is introduced. Different
multimedia technologies are integrated in a single system in
order to provide a precise, safe and friendly navigation service.
First, the environment is modeled and represented. After that,
the user location is determined by combining Wi-Fi and vision
information. This combination offers some benefits in comparison
with single technology systems such as setup cost, computational
time and accuracy. Finally, the interaction between users and the
system is performed through natural Vietnamese language with
the support of Vietnamese voice synthesis and recognition. The
proposed the system has been successfully deployed in a school
for visually impaired pupils. Evaluation with various criteria on
visually impaired pupils reveals the feasibility of the solution.

Keywords—indoor navigation, navigation guidance, visually
impaired people, indoor localization

I. INTRODUCTION

Mobility, the most involved activity in everyday life, relies
mostly on the vision. Mobility in an unfamiliar environment
is not always an easy task even for sighted people. Visually
impaired people with a very limited (even not at all) sense
of sight encounter a lot of difficulties in mobility and even
fall in dangerous situations. Therefore, mobility aid has an
important role in assistive technologies for visually impaired
people. According to [1], there are two main components in
mobility: obstacle avoidance, and orientation/navigation. The
work introduced in this paper focuses on navigation aid for
visually impaired people.

Nowadays, a number of navigation-assistance tools for
indoor and outdoor environments have been proposed [2], [3].
Localization can be considered as a principal basis for these
tools. In outdoor navigation, even when GPS has become a
widely used solution, many issues still need be addressed
when developing this solution for visually impaired people.
Furthermore, since GPS is not always available for indoor en-
vironment, different techniques have been proposed for indoor
navigation such as Wi-Fi, camera, RFID (Radio Frequency
Identification), etc. [4], [5]. Taken into account that each
technique has its own advantages and disadvantages, this work
aims to improve the person localization by combining Wi-Fi
and camera based localization technologies.

This study has three main contributions. First, a complete
indoor navigation system for visually impaired people that

includes environment representation, person localization, path
finding and user interaction is introduced. Second, a combina-
tion of vision and Wi-Fi information is proposed for person lo-
calization. This offers some benefits in comparison with single-
method systems such as setup cost, computational time, and
accuracy. Finally, the proposed system has been deployed and
tested with real visually impaired pupils in Nguyen Dinh Chieu
School for Blind Pupils in Hanoi, Vietnam. The experimental
results show the feasibility of the solution.

II. SYSTEM OVERVIEW

The proposed system for navigation assistance is designed
according to a layered architecture as illustrated in Fig. 1. It
consists of four layers.

• Physical layer contains equipments and materials consti-
tuted the system: some environmental cameras for vision-
based human detection and tracking, a hand-held smart-
phone with headset for user-system interfacing and Wi-
Fi-based localization, a central server, a number of Wi-Fi
access points ensuring wireless communication and at the
same time acting as beacons for Wi-Fi-based localization.

• Logical layer provides the Application Program Interface
(API) and communication.

• Functional layer consists of all software modules, which
could be run online or offline, i.e., data acquisition (RSSI
and video sequence), environment representation, multi-
modal user localization, path finding, speech recognition
and speech synthesis for user-system communication.

• Application layer contains applications based on provided
functionalities of the system. In our work, the application
provides navigational aids for blind users and is imple-
mented on the smartphone.

To start, the user activates the navigation-assistance ap-
plication on the smartphone. Then he makes his request for
navigation by speaking to the microphone. This speech will be
transmitted and analyzed on the server to determine the user’s
target location on the pre-built map. Then the multi-modal
localization module is activated to continuously estimates the
user position. With help of the environment map, the shortest
path from user location to the target one can be determined.
Navigational indication will be generated and sent to the
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Fig. 1. Layered architecture of the proposed system.

smartphone and played as synthesized voice to the user. The
localization - path-finding - indication process is repeated until
the user and recompute the path until the user reaches the target
location. In the following sections, the main components in the
functional layer of the system are described in more detail.
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Fig. 2. Illustration of user and system

III. MAP REPRESENTATION AND PATH FINDING

In a pervasive system, the physical world needs to be
digitalized to a form of data structure which is called the en-
vironment model. There are a number of requirements for this
model to be fulfilled depending on the nature of each specific
application, including accurately mimicking of the physical
environment characteristics, combining the environment with
sensor networks or other artifacts of pervasive systems, and
providing the data semantic to the system. Without informative
and interactive models, the system capacity will be limited. In
this study, the environment module is designed to (1) provid-
ing environment data for localization and navigation services
(including semantic data of environment), (2) visualizing in
3D space, and (3) acting as a comprehensible interface for

environment description. A structured XML model is targeted
to achieve generic characteristics while preserving semantics
and correctness of data.

Since the main target of an environment model is to
describe human interaction with the environment, each entity
in environment is managed and has its properties well defined.
By modeling the environment in object-oriented databases, we
can manage to describe interactions between objects, human
and other factors such as time, conditions, etc. Starting from a
CAD drawing of the environment, an automatic script will help
to translate the drawing into desired structured XML under a
prescribed schema as shown in Fig. 3. Resultant XML contains
most of environment description but lack of semantics data as
well as details of objects such as: walls height, area definition,
area name or sensors details, etc. The developer will then need
to manually add more detailed information to the description.
The final XML document should follow the aforementioned
schema and is processed automatically to transform into other
database formats for other purposes.
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Fig. 3. XSchemas for XML description

In this work, the targeted environment is a dynamic one
with multiple moving objects. One of the main services is
path planning for user navigation, i.e., calculating the optimal
path to navigate efficiently in the environment. Path planning
is a popular research topic which could be solved using some
variant of IDA [6], based on the well-known A* algorithm [7].
Most of the solutions approach the environment in uniformly
shaped grids and making use of Voronoi subtraction/addition
as well as geometric computation such as visibility graph
in order to prevent collisions. The optimal path planning in
dynamic environments require the system to be aware of
moving obstacles in order to prevent collisions on their pre-
calculated path. A technique to obtain information from the
vector-based environment model and deriving optimal path-
planning scheme in real time is proposed with geometric
computation of a so-called visibility graph. The environment in
this case is considered in 2D space with projections of objects
(e.g., walls, doors, robots, obstacles, etc.) into floor planes. As
a result, the environment at any given time is a non-simple
polygon with holes representing obstacles. The optimal path
in this case would be a path for the user to move inside the
polygon without crossing holes.



IV. USER LOCALIZATION

Many localization systems with different architectures, con-
figurations, accuracies and reliabilities have been proposed.
In this study, a mechanism for multi-modal combination of
multiple localization technologies proposed in [8] is applied, in
which, Wi-Fi and camera are the main technologies being used.
The location of users resulted from the localization service can
be tracked through the platform.

A. Wi-Fi based

The first step is to model the signal power according to the
distance, the following equation arises:

P (r) = P0 − 10n log
r

r0
− kd

nw∑
i=1

di
cosβi

, (1)

where P (r) is the Wi-Fi signal power at distance r from the
Wi-Fi access point, P0 is a reference power at distance r0, n is
the path-loss exponent, nw is the number of obstacles (walls
or floors) between the access point and the smartphone, kd
the attenuation factor per wall/floor thickness unit, di is the
thickness of the ith obstacles and βi is the angle of incident
on the ith obstacles. These variables are shown on Fig. 4.
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Fig. 4. Wi-Fi signal propagation through obstacles

Thus, from the measurement of P (r), an estimation of r
can be achieved, let’s call it r̂. In fact, the measure of r can
be modeled as a normal probability distribution following:

Pr(r|P ) =
1

σ
√
2π

exp

(
− (r − r̂)2

2σ2

)
. (2)

Moreover, σ and r̂ are supposed to be proportional:

σ = ksigmar̂, (3)

with ksigma is constant.

B. Camera based

A number of methods have been proposed for human
detection and localization using camera, among which the
most cited human detector (HOG-SVM) is introduced in [9].
However, this detector works originally on still images and is
significantly not computationally efficient, which is unsuitable
for real-time applications. In an indoor-environment context,
certain cameras are implemented at fixed locations with a
supposition that all background objects are immobile and only
people move in the scene. Relying on these assumptions,
a background subtraction technique is applied to efficiently

detect moving objects at the first stage. Then, regions including
moving objects are checked to determine whether they contain
humans using HOG-SVM detector. Specifically, the steps in
Algorithm 1 are carried out for each camera. Fig. 5 illustrates
intermediate results after each step of the process.

Algorithm 1: Algorithm of camera-based localization
Data: Current frame I , background model BG
Result: User location (x, y) in real world coordinates

Step 1: Background subtraction using BG [10];
Step 2: Noise and shadow removal using density-based

score fusion scheme following learning approach [11];
Step 3: Human verification using HOG-SVM detector

applied on extended moving regions [9];
Step 4: Human localization in world coordinates - the

human foot point is considered and re-projected in the
floor plane using calibrated parameters of the camera

Fig. 5. Illustration of different steps of human localization: a) input frame;
b) background subtraction result; c) shadow and noise removing result; d)
HOG-SVM verification; e) human location in world coordinates (red dot)

C. Multi-modal Combination

To determine the user location, space is divided into grid
points. At each point, the user appearance probability and
precision are calculated with information provided from all
available localization technologies. Since each localization
technology provides results at different moments, the time
past since the last result received from a technology to the
current system time can affects the final result. Besides, each
application may require a different acceptable precision, so
on the basis of the given precision from each application, the
location with highest probability is chosen as user localization
result:

xres = x if Pr(x) =
k

max
i=1

{Pr(xi)} ∧ ξ(x) ≤ ξ∗, (4)

where Pr(x) and ξ(x) are probability and precision at location
x, ξ∗ is the acceptable precision given by the application, k is
the number of grid points, and xres is the localization result.

The probability at point x is defined as

Pr(x) =
k∏

j=1

Prj(x)Rj exp(−λjΔtj), (5)

where Prj(x) is the probability component corresponding
to the jth technology at point x, Rj is reliability constant
(i.e., camera-based results is more reliable compared to those
of Wi-Fi based ones), λj is time decay constant of the jth

technology, Δtj is the time difference from the last result



current processing time, and k is the number of localization
technologies in use. The precision at point x is defined as

ξ(x) =
k

min
j=1

{ξj(x)}, (6)

where ξj(x) is the precision of the ith technology at point x.
For localization technologies providing results consisting of
location and precision, Prj(x) can be extracted from normal
distribution using the empirical rule:

Prj(x) =
1

σj

√
2π

exp

(
−d2j (x)

2σ2
j

)
, (7)

where σj = 3ξj , dj(x) is the distance from point x to user
location provided by the ith technology.

The system, as illustrated in Fig. 5, uses results from
multiple technologies as inputs and gives out user location
to applications as output. Event-driving approach is used, i.e.,
each input will provide new localization results to ensure real-
time availability. API module contributes as an open platform
to extract useful information from inputs and store in the
database. Information extraction module extracts necessary
information from database as well as receives the precision
limitation from applications then provides them to next mod-
ule. Calculating module does the main processing function and
produces user localization result. Depending on applications
and their required precisions, results would be different. Af-
terwards, the outputs including user location, precision and
probability are sent to applications and fed back to be stored
in database for next calculation tasks.

LOCALIZATION  MODULE

location
DatabaseAPI

Information 
Extraction 

Module

Calculating 
Module

Wi-Fi

Camera
Application

Fig. 6. General architecture of localization platform

V. USER-SYSTEM INTERACTION

The system is designed following a multi-modal multi-
user model, in which, visually impaired users interact with
the system by haptic buttons and speech. The interaction
architecture is based on the PAC (Presentation-Abstraction-
Control) pattern which is selected by his highly modularity,
parallelism and distribution attributes [12]. This pattern models
the whole system as a hierarchy of interactive objects, where
Presentation entities define inputs and outputs perceived by
users, Abstraction entities implement the functions that the
system is able to perform, and Control entities maintain
consistency between Abstraction and Presentation ones.

This system is composed of two main parts: Smartphone
(which represents either smartphones or tablets) and Server.
The Control entity of the Smartphone part is linked to the

Control entity of Server part by a distributed messaging
mechanism (using ZeroMQ [13]) through a wireless network.

A. Smartphone Part

The Smartphone part is modeled as an interaction object,
as illustrated in Fig. 7. When the user presses a button and
speaks a request (Presentation entity), the voice will sent to an
Automatic Speech Recognition module (Abstraction entity) to
analyze, validate and extract the desired destination. If user’s
request is valid, MainActivity (Control entity) will send a
request with destination as parameter to Server for begin new
navigation guide. Feedback information such as where to go,
how to go, and does user get his destination will be achieved
by speech synthesis and vibration.

MainActivity

Activity main functions

Communication tools & 
functions

Orientation tools

Vibrator

Sound feedback
(Text To Speech)

Get UserRequest
(Automatic Speech Recognition)

Button

Parameter Dialog 
Fragment

Server

Smartphone Server

Blind people

ASR
(Automatic Speech 

Recognition)
Context
Presentation
Control
Abstraction

Vibrator

Sound feedback
(Text To Speech)

Get UserRequest
(Automatic Speech Recognition)

Button

User Interface

Fig. 7. Main interactive object on Smartphone part

B. Server Part

When receiving a navigation assistance request with desti-
nation as parameter, the Server will repeatedly gets the user
location, finds path to destination, creates and sends feedbacks
to the user through his smartphone. Localization service holds
the Abstraction role which determines user location and path
finding (see Fig. 8).

Context
Presentation
Control
Abstraction

cNavigator

cLog

cLoc

cCtrlThread
Command 

line

Administrator

Smartphone

MainActivity

Server

InterfaceInterface

cTts

cVibration

cSmartphone
Orientation

cUserInputThread
(ASR)

Fig. 8. Main interactive object on Server part

In Fig. 8, cTts, cVibration, cSmartphoneOrientation and
cUserInputThread (ASR) packages interface between Main-
Activity (Control entity on Smartphone), with cNavigator
(Control entity on Server). The cLog package records the
information needed to debug, and evaluate the system, history
part of interaction context. The cCtrlThread package manages
the interaction so that the administrator can see the system
activities and get the control if necessary. To ensure distributed
attribute interface classes are inherited from cZmq (see Fig. 9),
interactive packages are modeled and implemented as active



concurrent entities and inherit from cThread class which
encapsulates all the functions of an active concurrent entity.

cLog

cNavigator

cSmartphoneOrientationcVibration cUserInputThread

cCtrlThread cThreadcLoc

cTtscZmq

Fig. 9. Interaction class diagram of Server part

C. Interaction

On smartphone’s main interface, the screen is divided into
several zones, as shown in see Fig. 10. The lower zone is
designed to receive the user navigation requests by using two
large buttons: left button to start, right one to stop; while the
top zone is reserved to testers by showing device orientation
and configurable buttons corresponding to main tasks. The
moving direction is shown in the top-left corner in both vertical
and horizontal modes. To make a request for a destination,
the user needs to press lower left button, say the destination,
then release. Once the system detects a navigation assistance
request, the smartphone vibrates to confirm and forwards this
request to server. On receiving navigation assistance informa-
tion, the smartphone will feedback to the user by Vietnamese
speech synthesis such as turn left, turn right, go straight n
meters, stop, etc., with the help of a Vietnamese TTS (text to
speech) module [14]. When the user arrives to the destination,
the smartphone will notify by voice and vibration.

On the server, the administrator can see the user informa-
tion, identifier, location, orientation, as well as his desired
destination. This is useful to evaluate the system or test the
usability by the Wizard of Oz method [15].

(a) (b)

Fig. 10. Interface on smartphone: (a) Horizontal mode, and (b) Vertical mode

To reduce interaction by hand between blind people and
smartphone, interaction by speech in noisy environment was
designed in the application (Vietnamese speech is used in this
project). According to the pre-defined scenario of the project,
user (blind pupils) talks to smartphone to make a request to find
the way from his/her place to another place in the school. The
speech request is recorded by smartphone and be transmitted
to the server. A speech recognition module is designed on the

server to recognize the users request and send the command to
the next module. Using client-server architecture, the speech
recognition module can receive requests from many clients and
process the requests correctly.

First, usually used requests for the defined scenarios were
investigated through a survey with 50 blind pupils to know
how they give a voice demand to the system. With different
starting points and different destinations, 30 sentences were
selected for recording to cover all possible sentence templates
and keywords. Blind speakers cannot use smartphone directly;
therefore, a technician helps them with a special recoding tool
developed to speak out the sentences and record the utterances.
To resolve the problem of robust automatic speech recognition
in noisy environment, multi-style training method was used
(depends on number of levels of noise, number of recorded
sentences, number of speakers, etc.) For each speaker, a set of
30 sentences were recorded 16 times in different places: study
room, corridor and club hall, in different moments: playing
time (noise sources: people speaking, laughing, shout, sport
activities) or learning time (noise sources: murmurs, fan). It
was supposed to cover all possible noise levels of the real
environment of the application. The completed corpus contains
around 10 hours of audio signal for 20 voices.

VI. EXPERIMENTAL RESULTS

For evaluation, the whole system is implemented in Nguyen
Dinh Chieu School for Blind Pupils in Hanoi, Vietnam. Ten
Wi-Fi access points (EnGenius ECB300) are installed in a
single-floor area with nine rooms and a corridor, together with
four cameras (Axis M1054) along the corridor, as depicted in
Fig. 11. For the localization test, a person holding a smartphone
(see Fig. 12) moves along a path with predefined turning
points. Each time reaching one point, the user is asked to
press a button to signal the system saving a timestamp which
will later be used to interpolate the ground-truth for accuracy
evaluation.

Table I summarizes the localization results in 3 different
configurations: using only Wi-Fi, using only camera, and using
both of them; while Fig. 13 exposes the details in the last case.
Four error indices are used, including maximal value, average
value, root mean squared value, and error value with reliability
of 90%. It can be observed that the combination method has
significantly improved the localization accuracy compared to
the Wi-Fi-only system, with the average error is 42.5% lower.
However, the error of 1.71m at reliability of 90% is obviously
higher than acceptable safety requirements for the deployment
in real applications, and further improvement in localization
accuracy is essential.

TABLE I
LOCALIZATION RESULTS WITH DIFFERENT CONFIGURATIONS

Error (m) Wi-Fi only Camera only Multimodal
Maximal 4.48 4.5 4.79
Average 1.55 0.88 0.89
Root mean squared 1.99 1.09 1.10
With reliability of 90% 3.17 1.69 1.71
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Fig. 11. Testing environment

Fig. 12. Experiment with blind people

For the interaction by voice, from the dataset, the speech
recognition module is implemented using Sphinx toolkit of
CMU. For dependent speaker evaluation, the 16th utterance of
each speaker is extracted to test set, while other utterances
(from 1st to 15th) are used to train. The sentence error rate is
13.4%, word error rate is 6.4% and word accuracy is 97%.
While testing with the visually impaired pupils, after getting
familiar with the system, each one starting at a certain location
asks the system to give instruction to a desired destination. All
the tests for this scenario is successful without additional help.

VII. CONCLUSION

The system introduced in this paper has been implemented
and tested with visually impaired pupils. Experimental results
show that the proposed technologies are suitable for the
navigation assistance for the visually impaired people. How-
ever, so far, the accuracy of the localization solution (1.71m
with reliability of 90%) is insufficient in real applications.
Therefore, the system is currently only recommended for using
in safe environments, or using together with some traditional
tools, before further improvement is achieved.
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